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Q. PLEASE STATE YOUR NAME, BUSINESS ADDRESS AND POSITION1

TITLE.2

A. My name is Jay M. Bradbury.  My business address is 1200 Peachtree Street,3

Suite 8100, Atlanta, Georgia 30309.  I am employed by AT&T Corp. (“AT&T”)4

as a District Manager in the Law and Government Affairs Organization.5

6

Q. PLEASE DESCRIBE YOUR EDUCATIONAL BACKGROUND AND7

WORK EXPERIENCE IN THE TELECOMMUNICATIONS INDUSTRY.8

A. I graduated with a Bachelor of Arts degree from The Citadel in 1966.  I have9

taken additional undergraduate and graduate courses at the University of South10

Carolina and North Carolina State University in Business and Economics.  I11

earned a Masters Certificate in Project Management from the Stevens Institute of12

Technology in 2000.13

I have been employed in the telecommunications industry for more than thirty-14

three years with AT&T, including fourteen (14) years with AT&T’s then-15

subsidiary, Southern Bell.  I began my AT&T career in 1970 as a Chief Operator16

with Southern Bell’s Operator Services Department in Raleigh, North Carolina.17

From 1972 through 1987, I held various positions within Southern Bell’s (1972 –18

1984) and AT&T’s (1984 – 1987) Operator Services Departments, where I was19

responsible for the planning, engineering, implementation and administration of20

personnel, processes and network equipment used to provide local and toll21

operator services and directory assistance services in North Carolina, South22

Carolina, Kentucky, Tennessee and Mississippi.  In 1987, I transferred to AT&T’s23
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External Affairs Department in Atlanta, Georgia, where I was responsible for1

managing AT&T’s needs for access network interfaces with South Central Bell,2

including the resolution of operational performance, financial and policy issues.3

From 1989 through November 1992, I was responsible for AT&T’s relationships4

and contract negotiations with independent telephone companies within the South5

Central Bell States and Florida.  From November 1992 through April 1993, I was6

a Regulatory Affairs Manager in the Law and Government Affairs Division.  In7

that position, I was responsible for the analysis of industry proposals before8

regulatory bodies in the South Central states to determine their impact on AT&T’s9

ability to meet its customers’ needs with services that are competitively priced10

and profitable.  In April 1993, I transferred to the Access Management11

Organization within AT&T’s Network Services Division as a Manager – Access12

Provisioning and Maintenance, with responsibility for ongoing management of13

processes and structures in place with Southwestern Bell to assure that its access14

provisioning and maintenance performance met the needs of AT&T’s strategic15

business units.16

In August 1995, as a Manager in the Local Infrastructure and Access17

Management Organization, I became responsible for negotiating and18

implementing operational agreements with incumbent local exchange carriers19

needed to support AT&T’s entry into the local telecommunications market.  I was20

transferred to the Law and Government Affairs Organization in June 1998, with21

the same responsibilities.  One of my most important objectives was to ensure that22

BellSouth provided AT&T with efficient and nondiscriminatory access to23
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BellSouth’s Operations Support Systems (OSS) throughout BellSouth’s nine-state1

region to support AT&T’s market entry.2

Beginning in 2002 my activities expanded to provide continuing advice to AT&T3

decision makers concerning industry-wide OSS, network, and operations policy,4

implementation, and performance impacts to AT&T’s business plans.5

6

Q. HAVE YOU PREVIOUSLY TESTIFIED BEFORE REGULATORY7

COMMISSIONS?8

A. Yes, I have testified on behalf of AT&T in numerous state public utility9

commission proceedings regarding various network and related issues, including10

arbitrations, performance measures proceedings, Section 271 proceedings, and11

quality of service proceedings, in all nine states in the BellSouth region.  I also12

have testified on behalf of AT&T in proceedings before the FCC regarding13

BellSouth’s applications to provide in-region interLATA long distance service.14

15

Q. WHAT IS THE PURPOSE OF YOUR TESTIMONY?16

A. My rebuttal testimony responds to portions of the testimony of BellSouth’s17

witnesses A. Wayne Gray and Shelley W. Padgett.18

The testimony of these witnesses contains terminology and concepts regarding the19

deployment of physical facilities (fiber and copper) and the electronic components20

associated with them that obfuscate how high capacity loops and dedicated21

transport are actually provisioned.  The witnesses then attempt to leverage the22

confusion they have created to support a number of false conclusions about actual23
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and potential loop and transport deployment in South Carolina.  I will clarify the1

facts as they relate specifically to AT&T’s actual deployment of high capacity2

loops in South Carolina, and also demonstrate the fact that AT&T is not a self-3

provider of dedicated transport in South Carolina, and the fact that AT&T is not a4

wholesaler of either high capacity loops or dedicated transport in South Carolina.5

Further, I will discuss how the muddle of terminology and concepts that6

BellSouth’s witness have created does not comport with the Triennial Review7

Order1 (TRO), so that any conclusions based upon these defective foundations do8

not support BellSouth’s claims that it should be relieved of its obligations to9

provide high capacity loops and transport as Unbundled Network Elements10

(UNE).11

12

Q. CAN YOU PROVIDE A HIGH LEVEL OVERVIEW OF THE FCC’S13

FINDINGS REGARDING HIGH CAPACITY LOOPS AND DEDICATED14

TRANSPORT AND THE ASSOCIATED “TESTS” SET OUT IN THE15

TRO?16

A. Yes.  However, before I do, I want to note for the Commission that CompSouth17

Coalition (CompSouth), of which AT&T is a member, has sponsored the18

testimony of Mr. Gary J. Ball.  Mr. Ball’s direct and rebuttal testimony contains19

comprehensive discussion of the FCC’s findings and guidance contained in the20

TRO related to high capacity loops and dedicated transport.  AT&T’s view of the21

                                                
1 Report and Order and Order on Remand and Further Notice of Proposed Rulemaking, In the Matter of
Review of the Section 251 Unbundling Obligations of Incumbent Local Exchange Carriers (CC Docket No.
01-338); Implementation of the Local Competition Provisions of the Telecommunications Act of 1996 (CC
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TRO is generally consistent with that presented in Mr. Gray’s testimony.1

Therefore, in my testimony I will only provide a summary of the relevant findings2

and guidance in the TRO.3

In the TRO, the FCC determined that incumbent local exchange carriers4

(“ILECs”) must continue to provide CLECs with access to unbundled loops and5

dedicated transport at the DS1, DS3, and dark fiber capacity levels (“high-6

capacity loops” and “dedicated transport”).  In support of this, the FCC conducted7

a comprehensive analysis that resulted in the determination that CLECs are8

impaired without access to high-capacity loops (including DS3 loops at up to two9

DS3s of capacity per customer location) and dedicated transport (including DS310

transport at up to 12 DS3s of capacity per route) at the national level.  In other11

words, the FCC made a national finding that CLECs are impaired without access12

to DS1, DS3, and dark fiber high capacity loops (TRO ¶202) and DS1, DS3 and13

dark fiber dedicated transport (TRO ¶359).  As a result, the FCC rules require that14

competing carriers have access to these types and capacity levels of unbundled15

high-capacity loops and dedicated transport everywhere unless a state commission16

finds a lack of impairment as to specific locations and routes.17

Recognizing that there may be individual customer locations or transport routes18

where competitively provisioned high-capacity loops and dedicated transport have19

been deployed to such an extent that CLECs may not be deemed to be impaired,20

the FCC developed a procedure known as the trigger analysis (“triggers”).  The21

                                                                                                                                                
Docket No. 96-98); Deployment of Wireline Services Offering Advanced Telecommunications Capability
(CC Docket No. 98-147), FCC No. 03-36 (rel. Aug. 21, 2003).
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two triggers (self-provisioning and wholesale) are intended to give ILECs an1

opportunity to demonstrate to their respective state commissions that CLECs are2

not impaired without access to unbundled high-capacity loops or dedicated3

transport at specific customer locations or on specific dedicated transport routes4

for specific capacity levels.5

The FCC also provides that ILECs may attempt to demonstrate that no6

impairment exists for specific loop locations or specific transport routes even7

though neither the self-provisioning trigger nor the wholesale trigger has been8

satisfied by showing that there is potential for CLECs to deploy such facilities at9

specific capacity levels at specific building locations and on specific dedicated10

transport routes (the “potential deployment” analysis).  However, the FCC11

recognized that there is essentially no likelihood that a CLEC would deploy its12

own DS1 level facilities, either as loops or transport.  Therefore, only DS3 and13

Dark Fiber facilities are eligible for consideration in connection with ILEC14

potential deployment claims.15

16

Q. PLEASE DESCRIBE THE LOOP TRIGGERS AND THE KINDS OF17

FACILITIES THE COMMISSION MUST REVIEW IN APPLYING18

THEM.19

A. The local loop network element is defined as a transmission facility between a20

distribution frame (or its equivalent) in an incumbent LEC central office and the21

loop demarcation point at an end-user customer premises, including inside wire22

owned by the incumbent LEC.  The local loop network element includes all23
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features, functions, and capabilities of such transmission facility.  Those features,1

functions and capabilities include, but are not limited to, dark fiber, attached2

electronics (except those electronics used for the provisioning of advanced3

services, such as Digital Subscriber Line Access Multiplexers), and line4

conditioning.  The local loop includes, but is not limited to, DS1, DS3, fiber, and5

other high-capacity loops.6

To be relieved of their obligation to provide local loops as an unbundled network7

element to a specific customer location, an incumbent LEC must demonstrate,8

using one of the FCC’s specified trigger analyses, that (1) two or more9

competitive LECs have actually self-provisioned loops to that location at the10

appropriate capacity level or that (2) two or more competitive LECs are providing11

wholesale high-capacity loops at the appropriate capacity level at a specific12

location.   In addition, the FCC has held that the wholesale trigger only applies to13

DS1 and DS3 loops, but not to dark fiber loops.  The following table summarizes14

the Commission’s responsibilities under the loop triggers:15

LOOP TRIGGER ANALYSIS

The Presence of: Trips the Following Loop Triggers and
May Establish a Finding of No

Impairment @ the Specific Customer
Location

DS1 DS3 Dark Fiber

2 Self Providers @ a specific customer
location.

X X

2 Wholesale Providers @ a specific
customer location.

X X
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Q. DO YOU HAVE SIMILAR DEFINITION AND TABLE FOR DEDICATED1

TRANSPORT?2

A Yes.  Dedicated interoffice transmission facilities (dedicated transport) are3

facilities dedicated to a particular customer or carrier that are used to provide4

dedicated transmission paths between pairs of incumbent LEC central offices or5

wire centers without the use of any switching.  Incumbent LEC transmission6

facilities include all technically feasible capacity-related services including, but7

not limited to, DS1, DS3, dark fiber and OCn levels.  However, the FCC held that8

CLECs are not impaired in the absence of access to OCn facilities (provided that9

dark fiber is available) for dedicated transport, and that CLECs are not impaired10

without access to DS3 level facilities above a maximum of 12 DS3s of capacity11

per dedicated transport route.12

To be relieved of their obligation to provide DS1, DS3 or dark fiber transport as13

an unbundled network element on a route between two specified incumbent LEC14

central offices or wire centers, the incumbent LEC must demonstrate, using the15

FCC’s specified trigger analyses, that (1) three or more competitive LECs have16

actually self-provisioned dedicated transport at the appropriate capacity levels17

(less than 12 DS3s) on that route or (2) two or more non-affiliated competitive18

LECs are providing wholesale dedicated transport services at the appropriate19

capacity level (less than 12 DS3s) on the specific route. A route is defined as a20

connection between two wire centers (A and Z) with the connection at both A and21

Z terminating in a collocation and able to provide transport into or out of each22
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wire center.  The following table thus summarizes the Commission’s1

responsibilities under the transport triggers:2

TRANSPORT TRIGGER ANALYSIS

The Presence of: Trips the Following Transport Triggers
and May Establish a Finding of No
Impairment on the Specific ILEC CO
to ILEC CO Route

DS1 DS3 Dark Fiber

3 Self Providers on a specific ILEC CO
to ILEC CO route and having
collocations in each of the COs.

X X

2 Wholesale Providers on a specific
ILEC CO to ILEC CO route and having
collocations in each of the COs.

X X X

Q. THE TRO DISCUSSES “DEDICATED TRANSPORT” AND MAKES AND3

RELATES DEDICATED TRANSPORT TO “ROUTES” CAN YOU4

SUMMARIZE THIS RELATIONSHIP?5

A. Yes.  The TRO discusses Dedicated Transport in ¶¶358-418.6

7
The definition of dedicated transport is discussed and clarified in ¶¶365-369.  In8

¶369 the FCC concludes its discussion as follows, “Accordingly, we limit the9

dedicated transport network element to those incumbent LEC transmission10

facilities dedicated to a particular customer or carrier that provide11

telecommunications between switches or wire centers owned by incumbent LECs.12

We conduct our impairment analysis based on this definition of the transport13

network element.”  (Emphasis added, citations deleted.)  Dedicated transport is14
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concerned with transmission facilities, not switching facilities, between switches1

or wire centers owned by an ILEC.  A switch is a facility that by definition is not2

dedicated to a particular customer or carrier, but rather is available for use in3

establishing on demand connections between any customer served by the switch4

and any other customer(s) served by the switch or by another switch(s).  I provide5

additional discussion of the separation of switching for dedicated transport later in6

my testimony.7

The definition of a “route” is discussed and clarified in ¶401.8

“Both triggers we adopt today evaluate transport on a route specific basis.9
We define a route, for the purposes of these tests, as a connection between10
wire center or switch “A” and wire center or switch “Z.”  Even if, on the11
incumbent LEC’s network, a transport circuit from “A” to “Z” passes12
through an intermediate wire center “X,” the competitive providers must13
offer service connecting wire centers “A” and “Z,” but do not have to14
mirror the network path if the incumbent LEC through wire center “X.”15
(Emphasis added, citations deleted.)16

17
The diagram provided as Exhibit JMB-R1 depicts both a dedicated transport route18

that directly connects two ILEC wire centers and a route that connects two ILEC19

wire centers with dedicated transport indirectly through an intermediate location.20

The presence of an intermediate point or points, as shown, along a route between21

two end-points, so long as the system or fiber strand remains dedicated to the22

exclusive use of one customer or carrier, has no impact on the fact that the route23

exists.  Intermediate points (if there are any) do not have to be the same on the24

ILEC path and the CLEC path.25

The “route” being defined is specifically for the trigger tests associated with26

dedicated transport, an unbundled network element separate from and not27
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inclusive of the switching unbundled network element, and separate from the1

shared transport element.2

3

Q. IS THE ILEC’S OBLIGATION TO PROVIDE UNBUNDLED DS3 HIGH4

CAPACITY LOOPS AND DS3 DEDICATED TRANSPORT LIMITED AS5

A RESULT OF THE TRO?6

A. Yes.  An ILEC is obligated to provide only 2 DS3 loops to a given customer7

location for a given CLEC (TRO ¶ 324) and only 12 DS3s of transport on a given8

route to a given CLEC (TRO ¶ 388).  Thus, a carrier having one or more9

customers at a given location with a combined demand requiring 3 or more DS3s10

may not obtain more than two DS3s from the ILEC as a UNE, and a carrier that11

has aggregated demand at a collocation requiring 13 or more DS3s of dedicated12

transport may not obtain more than 12 DS3s from the ILEC as a UNE.13

14

Q. WHY SHOULD THE COMMISSION BE INTERESTED IN THESE15

LIMITS?16

A. These limits establish where and to what evidence the Commission must look in17

applying both the trigger tests and potential deployment tests.18

19

Q. PLEASE EXPLAIN.20

A. In setting these limits, the FCC has made the determination that CLECs are not21

impaired in their ability to deploy DS3s for high-capacity loops and dedicated22

transport at certain quantity levels.  Thus the ILEC must demonstrate under the23



12

trigger tests that the requisite number of CLECs have deployed DS3s while only1

providing quantities that are at or below the 2 DS3 limit for high-capacity loops2

and 12 DS3 limit for dedicated transport.  Evidence that any number of CLECs3

have deployed, for example, 4 or more DS3s to a customer location or 13 or more4

DS3s of dedicated transport between a pair of ILEC central offices does not5

demonstrate that any other CLEC is not impaired economically if it needs to6

build, from scratch, 1 or 2 DS3s to serve a customer location or fewer than 127

DS3s of dedicated transport between a pair of ILEC wire centers.  (See Exhibit8

JMB-R2, AT&T’s responses to the Florida Public Service Commission Staff’s9

Interrogatories 16 and 17, filed February 25, 2004.)10

For example, under the high-capacity loop self-provisioning triggers test, the11

ILEC must demonstrate that 2 CLECs have actually constructed facilities that12

serve only 1 or 2 DS3s of demand at a specific customer location in order to13

obtain relief from providing unbundled high-capacity loop facilities at those14

capacity levels to any other CLEC.  If the ILEC identifies two CLECs that have15

built high-capacity loop facilities to a customer location each providing 6 DS3s,16

such information is not pertinent to the self-deployment trigger and the trigger test17

has not been met.  This is because the FCC determined that CLECs are not18

impaired in constructing facilities at that (6 DS3) capacity level.  Contrary to the19

ILECs’ claims, this makes perfect sense.    If complete unbundling relief were20

granted in such circumstances, it would permanently preclude all CLECs whose21

business plans and marketing efforts are directed to serving smaller enterprise22

customers whose demand is at the 1 to 2 DS3 level of capacity from utilizing23
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ILEC unbundled high-capacity loop facilities.  Such an outcome is not consistent1

with the goals of the TRO or the obligations of this Commission to foster the2

development of competition.23

As CompSouth’s witness Mr. Gary Ball discusses more comprehensively in his4

rebuttal testimony, also being filed today, these capacity limits also play a5

significant role in evaluation of any potential deployment claims made by the6

ILECs.  As discussed by Mr. Ball, in any potential deployment claim at the DS37

capacity level, an ILEC must demonstrate that the competitive providers would8

earn sufficient revenues relative to their significant fixed and sunk costs of9

providing two (or fewer) DS3s of traffic for high-capacity loops to a building10

location or 12 (or fewer) DS3s of traffic for dedicated transport between ILEC11

wire centers.  These are the maximum amount of high-capacity loops and12

dedicated transport that CLECs may purchase as UNEs under the TRO.13

14

Q. WHAT HAS BELLSOUTH REPORTED ABOUT AT&T?15

A. BellSouth has identified AT&T as a self-provider and wholesaler of DS1, DS316

and dark fiber loops to a single location in South Carolina.  BellSouth correctly17

did not identify AT&T as either a self-provider or wholesaler of dedicated18

transport facilities.19

20

Q. DO YOU AGREE WITH THIS REPORTING?21

                                                
2  Relief under the wholesale trigger, however, may be available if at least two of the “large” providers at
the location meet the requirements for the wholesale triggers, because in such cases the “small” CLEC

 will have multiple options to the ILEC’s special access services.
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A. No.  AT&T is not a wholesaler of high capacity loops.   BellSouth knew this1

information well in advance of the preparation of its direct testimony and exhibits.2

The high capacity loop that AT&T has deployed at the identified location is3

provisioned to carry in excess of the 2 DS3s, the maximum limit for DS3 UNE4

high-capacity loop availability set by the FCC in the TRO.  Moreover, the5

location BellSouth identifies is not served by a fiber facility and therefore cannot6

provide any dark fibers to AT&T or any other party.  Accordingly, the data and7

information presented by BellSouth regarding AT&T does not demonstrate that8

AT&T qualifies as a self-provider “trigger firm” for purposes of the trigger9

analyses.10

11

Q. DOES AT&T SELF-PROVIDE HIGH CAPACITY LOOPS TO12

CUSTOMER LOCATIONS TO PROVIDE 1 OR 2 DS3s OF SERVICE,13

WHICH WOULD MEET THE FCC’S TRIGGER TEST14

REQUIREMENTS?15

A. No.  When AT&T is deploying its own loops, it faces not only all of the hurdles16

that it faces when building interoffice transport, but a number of additional17

hurdles as well.  Because loops generally serve only a single location (and often18

only one or a few customers at that location), it is even more difficult to19

accurately identify instances where the potential demand, the costs to build, and20

the difficulty of construction indicate that AT&T should make the investment in21

self-provisioning high-capacity loop facilities to a building location.  22
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AT&T has determined that it is - at best - rarely economic to deploy a high1

capacity loop to a customer location unless there are at least 3 DS3s of traffic and2

revenue committed from that location3.  And, in fact, none of the self-provisioned3

loop facilities that AT&T has built in South Carolina provides less than 3 DS3s of4

service.  As a result, these self-provisioned high-capacity loops do not qualify5

under the triggers test in the TRO and are not indicative of the ability of any6

CLEC to self-provide either 1 or 2 DS3s to a customer location under a potential7

deployment claim by the ILECs.8

9

Q. YOU HAVE STATED THAT BELLSOUTH KNEW THE FACTS10

CONCERNING AT&T’S WHOLESALING POLICY AND NON-11

DEPLOYMENT OF DEDICATED TRANSPORT WELL BEFORE THE12

SUBMISSION OF ITS DIRECT TESTIMONY.  PLEASE EXPLAIN.13

A. The facts concerning these issues were provided in responses to BellSouth14

discovery requests, filed in Florida on November 6, 2003 and December 15, 2003,15

and in responses to the Florida Commission Staff filed on January 6, 2004.16

17

Q. PLEASE EXPLAIN WHY YOU HAVE STATED THAT AT&T IS NOT A18

WHOLESALER OF EITHER HIGH CAPACITY LOOPS OR19

DEDICATED TRANSPORT.20

A. AT&T has made a business decision not to offer dedicated transport facilities to21

other CLECs connecting to any ILEC wire center in South Carolina.  AT&T thus22

                                                
3 See Exhibit  JMB-R3, AT&T Ex Parte Letter of November 25, 2002, to the FCC.
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cannot qualify as a wholesale supplier of dedicated transport even if AT&T had1

dedicated transport facilities as defined by the TRO, which it does not, as I will2

explain below.3

In fact, as AT&T has explained in its discovery responses provided to BellSouth,4

AT&T does not self-provide any “dedicated transport” facilities in South Carolina5

as that term is defined in the TRO.  The only transport facilities that AT&T has6

self-provisioned in South Carolina are entrance facilities that connect an ILEC7

wire center and AT&T’s own switch -- which are expressly excluded from the8

revised definition of dedicated transport under the TRO.  TRO ¶¶ 365-67.9

Moreover, AT&T’s local fiber networks are not configured to enable it to carry10

traffic from its collocation facilities in one ILEC wire center to its collocation11

facilities in another ILEC wire center passed by its fiber ring.  The AT&T12

network, as are most CLEC networks, is more logically thought of as a hub-and-13

spoke arrangement where traffic flows from the AT&T collocation arrangement14

to the AT&T local switch.  This is a central-point-to-any-point architecture, not an15

any-point-to-any-point architecture.16

The reason for this architecture is simple.  There is insufficient demand for AT&T17

to self-provision DS1 or DS3 dedicated transport between ILEC wire centers.  In18

fact, AT&T buys access from BellSouth to connect many of its off-net19

collocations to AT&T’s fiber network.  Given that any wire-center-to-wire-center20

demand is not likely to exceed 12 DS3s on any one particular route it is, in most21

instances, more economical to purchase these facilities from the ILEC rather than22
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to self-provision the facilities The fact that wire center to wire center demand is1

not likely to exceed 12 DS3s of demand and justify self-provisioning of dedicated2

transport is confirmed by the FCC’s national finding that CLECs are impaired for3

transport below 13 DS3s per CLEC and per route.  Rather, AT&T’s fiber4

transport network is configured to flow traffic between an AT&T switch and (1)5

either an ILEC tandem or end office switch (for example, for purposes of6

interconnection) or (2) an AT&T collocation arrangement at an ILEC wire center.7

The latter is commonly known as “backhaul” traffic and is discussed at length in8

my and other’s testimony in the Mass Market Switching Docket No. P-100, Sub9

133q (See also Exhibit JMB-R3, AT&T Ex Parte Letter of November 25, 2002, to10

the FCC.)11

The backhauling of traffic to a CLEC switch is the defining characteristic of12

modern CLEC networks.  The FCC has ruled that the facilities used by CLECs for13

backhaul are not “dedicated transport” for purposes of access to unbundled14

network elements under § 251(c)(3) of the Telecommunications Act of 1996.15

TRO ¶¶ 365-67.16

In terms of the FCC’s self-provisioning triggers for dedicated transport, therefore,17

the AT&T fiber facilities connecting AT&T’s collocation arrangements with the18

AT&T switch that are in place cannot reasonably be construed to begin and19

terminate at two collocation arrangements at ILEC wire centers.  As a result,20

AT&T’s self-provisioned transport fails to meet the requisite definition of a21

dedicated transport “route”, as that term is used in the TRO. In addition, there is22

no evidence that AT&T meets the requirement of being “operationally ready” or23
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is “immediately able to provision” dedicated transport service between each of the1

pairs of collocation arrangements claimed by BellSouth.2

Any AT&T transport routes in South Carolina would be “entrance facilities” that3

directly connect an ILEC wire center to the AT&T switch and do not qualify as4

dedicated transport under the TRO.  AT&T has no facilities in South Carolina that5

directly connect two ILEC wire centers.  Thus, AT&T has no dedicated6

transmission paths between ILEC wire centers; rather, such connections can only7

be made through its switch, which is not dedicated transport.8

Thus, AT&T has not self-provisioned any dedicated transport between two ILEC9

wire centers, which is the only transport defined to be “dedicated transport” in the10

TRO.  Because AT&T does not self-provide any dedicated transport, it does not11

qualify as a “self-provider” on any transport route in South Carolina, and12

therefore cannot be considered a wholesaler of dedicated transport on any of the13

routes listed by BellSouth.14

15

Q. AS SUPPORT FOR HER POSITION THAT AT&T PROVIDES16

WHOLESALE LOOPS, MS. PADGETT POINTS TO STATEMENTS ON17

AT&T’S OWN WEBSITE REGARDING “TRANSPORT”. IS SHE18

CORRECT TO RELY ON THESE STATEMENTS TO SUPPORT HER19

POSITION?20

A. No.  AT&T does offer some services on a wholesale basis to other carriers,21

including some that involve forms of transport.  However, AT&T does not offer22
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at wholesale any services that fall under the TRO’s definition of dedicated1

transport.2

Carriers that obtain transport services from AT&T desire a particular kind of3

transport.  They want the ability to move traffic between their switches to an4

ILEC wire center, which does not comply with the definition of dedicated5

transport created in the TRO.  In fact, AT&T never has offered transport between6

two ILEC wire centers, which is the only type of transport defined in the TRO as7

“dedicated transport.”8

Even a cursory review of the information on AT&T’s web site that Ms. Padgett9

lists in her exhibits SWP-11, SWP-12, and SWP-14 quickly reveals that no10

services being offered there provide an alternative to the unbundled network11

transport element of unbundled network loop element.12

13

Q. DO YOU AGREE WITH MS. PADGETT’S CONCLUSION THAT AT&T14

IS A WHOLESALER OF HIGH-CAPACITY LOOPS?15

A. No.  There is a simple reason AT&T does not satisfy the wholesale trigger for16

loops: AT&T offers no high-capacity loops at wholesale.  AT&T has made a17

choice not to engage in the wholesale business of providing high-capacity loops to18

other carriers.19

Again, this information was available to both BellSouth well in advance of their20

supplemental direct testimony in the form of discovery responses made by AT&T.21
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Once again Ms. Padgett relies upon information on AT&T’s web site.  However,1

as above, even a cursory review of the information on AT&T’s web site that Ms.2

Padgett lists in her exhibits SWP-11, SWP-12, and SWP-14 quickly reveals that3

no services being offered there provide an alternative to the unbundled network4

transport element of unbundled network loop element.5

6

Q. ON PAGE 24 OF HER DIRECT TESTIMONY MS. PADGETT REPEATS7

THE BELLSOUTH CLAIM THAT IT IS “REASONABLE TO INFER8

THAT A CARRIER HAS A ‘ROUTE’ BETWEEN ANY PAIR OF9

INCUMBENT LEC WIRE CENTERS IN THE SAME LATA WHERE IT10

HAS OPERATIONAL COLLOCATION ARRANGEMENTS.”  IF A11

FIBER CABLE RUNS BETWEEN TWO COLLOCATIONS OF THE12

SAME CLEC, IS IT APPROPRIATE TO CONCLUDE THAT A “ROUTE”13

HAS BEEN ESTABLISHED AND THAT DEDICATED TRANSPORT IS14

PROVIDED?15

A. No. The mere existence of a fiber cable running past (or even through) two points16

proves nothing with regard to its use to provide end-to-end direct (non-switched)17

connectivity between those points.  First, the Commission should understand that18

a fiber cable is not a single continuous transmission path.  Rather, a single fiber19

cable is composed of multiple bundles (sheaths) each of which contains multiple20

fibers strands.  Although a cable route may “run through” both ILEC office A and21

office B, the two offices may not even be connected to the same fiber, much less22

to fiber in the same bundle.  In fact, most of the fiber sheaths will only pass by the23
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wire center, remaining in the conduit running down the street in front of the1

building rather than being split off to enter the wire center.  In addition, there is no2

guarantee that all the fibers that are placed from a CLEC’s collocation to the main3

cable are actually spliced to a fiber in the main cable.  Once the fiber strands enter4

the cable vault of the wire center, the incumbent generally provides the5

connection between the cable vault and the collocation.   Frequently, there is a6

charge applied per fiber strand connected.  Hence, the CLEC may not opt to7

connect all strands within a sheath to its collocation.  (See Exhibit JMB-R4,8

AT&T’s response to the Florida Public Service Commission Staff’s Interrogatory9

25, filed February 25, 2004.)10

If the two ILEC offices have not been configured to provide termination of the11

same fiber pairs on the same transmission system, then the CLEC does not (and12

cannot) have physical connectivity between the two locations unless a grooming13

and cross-connection function is provided at a third physical location on the same14

pairs and system.15

AT&T typically connects its on-net collocations, that is, collocations to which it16

has constructed fiber facilities to its network (i.e., an entrance facility), using two-17

point rings, where one point is the collocation and the second is the AT&T18

network location (e.g., an AT&T switching center or point of presence).19

Accordingly, it is not possible to provide “dedicated transport” because, even20

though more than one collocation is on the came cable route, the collocations are21

not on the same fibers. AT&T’s practice is shown in Exhibit JMB-R5.22
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AT&T ring construction practices do not provide for multiple incumbent wire1

centers on the same ring.  In the rare instances that multiple incumbent wire2

centers exist on the same ring, this condition is likely to be the result of (1)3

acquiring the fiber network of a company that deployed such configurations or (2)4

sales force error (e.g., sales personnel making commitments based on an5

erroneous belief that a building was on AT&T’s network when it was not).  In any6

event, the presence of multiple incumbent wire centers on the same7

ring/transmission system is a rare operational exception to AT&T’s network8

engineering practices.  From my discussions with other CLECs, I believe this to9

be true of most CLEC fiber deployments.  However, as I will discuss later, even10

when multiple incumbent wire centers are on the same ring/transmission system11

one cannot “assume” that a route between them exists.12

13

Q. WHY WOULD A CLEC PUT DIFFERENT COLLOCATIONS ON THE14

SAME FIBER CABLE BUT NOT THE SAME FIBER?15

A. There are a number of practical reasons.  First, the ability to place a collocation on16

a particular fiber presumes operational readiness of all the collocations on the17

fiber at essentially the same time the fiber strand/system was activated.   Said18

another way, the entire transmission system can only be activated when the last19

node is ready.  Past experience has shown that delay at one or more sites is20

frequently experienced.21

Delays in collocation readiness or construction impediments at only one location22

may force the carrier to choose between deferring activation for the entire system23
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or implementing a different network design.  Such a delay, in turn, may make the1

difference between whether or not a large retail customer accepts service from the2

CLEC.  Therefore, the more practical approach is to run the fiber cable into a3

location (or to the access point just outside the wire center), if possible, and then4

activate each collocation on its own two-point ring using its own fiber pair(s).45

This has the advantage of divorcing the timing of the cable construction from the6

timing of collocation activation or augment.7

A second major advantage is that extremely precise projections of the demand8

accessible at the collocation are not required – just a reasonable assurance that a9

minimum critical mass will be achieved.  After that, capacity needed to provide10

service can be achieved using the existing capacity of the two-point system (i.e.,11

by adding plug-in modules) or by upgrading the system to higher transmission12

capacities (e.g., from OC48 to OC192).  Should such an upgrade be required, it13

impacts only the customers served out of that particular wire center.  In contrast,14

if multiple wire centers were on the same transmission system (i.e., fiber) all the15

wire centers on that fiber are potentially affected by a reconfiguration.16

17

Q. ISN’T IT TECHNICALLY FEASIBLE FOR A CLEC TO CREATE A18

CONNECTION IF THE TWO OFFICES ARE ON THE SAME FIBER19

CABLE?20

                                                
4   The term ”fiber pair” is used here as a term of convenience.  Typically, a protected transmission system
utilizes one pair of fibers to transmit traffic in one direction (e.g., a clockwise direction) with a second pair
is assigned to provide transmission in the opposite direction (e.g., the counterclockwise direction).   This
provides for immediate restoration capability in the event of a fiber cut or transmission equipment failure
on the active path.  Accordingly four fiber strands terminate on the optical multiplexer but two fiber strands
(one in the primary and one in the backup direction) are required for the entire “circumference” of the ring.
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A. Yes, but there is a significant distinction between what is technically feasible and1

what is operationally and economically practical.  Even though technology may2

permit a carrier to create a dedicated transport path between two points, the cost3

of doing so can be substantial, particularly given that the demand between the two4

endpoints in the incumbent’s network will likely be very small.  Accordingly, the5

FCC’s trigger analysis properly requires that a “trigger firm” actually be6

providing service between the identified offices that form a dedicated transport7

route.  As with all facilities construction, a carrier cannot reasonably be expected8

to incur the costs of providing connections unless it is a rational approach to the9

serving arrangement and has the prospect to generate revenues sufficient to cover10

the costs incurred.  And it is highly likely that a CLEC’s demand for capacity11

between two ILEC wire locations on its own ring would be too small to justify12

such an approach.13

14

Q. ONE OF THE “THEMES” IN THE TESTIMONY OF MR. GRAY AND15

MS. PADGETT OF BELLSOUTH IS THAT A CARRIER HAVING AN16

OCN FACILITY IS  “OPERATIONALLY READY” TO PROVIDE LOOPS17

AND/OR TRANSPORT AT THE DS3 AND DS1 LEVELS.  IN EFFECT,18

BELLSOUTH EQUATES OCN FACILITIES AS BEING DS3 AND/OR DS119

FACILITIES.  DO YOU AGREE?20

A. No.  BellSouth’s witnesses agree that there is additional, unique equipment that21

must exist for dedicated DS3s and DS1s to exist on an OCn facility.  But they22

then go on to attempt to trivialize this need.  Mr. Gray does this in two ways.  On23
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page 4 of his direct testimony he states that such equipment components “are1

relatively inexpensive, are widely available and can be quickly installed.”2

Second, in his exhibits (AWG-2 and AWG-5), while admitting that there are two3

ends to each dedicated loop or transport route, he depicts only one end in a4

manner that over simplifies reality.5

While there are a number of vendors that manufacture the required equipment6

components, they are not free, cannot be procured at the corner electronics store7

and are not self-installing.  Each application to “channelize” an OCn facility to8

either a DS3 or DS1 level requires design, engineering, procurement, and9

installation.  Where the installation is to occur in an ILEC wire center, it must be10

performed by installers certified by the ILEC and coordinated with the ILEC11

under the security requirements that they have imposed on CLECs.12

In Exhibit JMB-R6, I have replicated portions of Exhibits AWG-2 and AWG-513

and then combined them in ways that better depict the full requirements for14

channelization.  Without the full complement of specific DS3 and DS1 equipment15

at both ends of either a loop arrangement or a transport arrangement, the exchange16

of DS3 and DS1 signals is simply not possible.17

In addition, to be operationally ready to provide or offer wholesale DS3 and DS118

services, a CLEC must develop and invest in Operations Support Systems,19

methods and procedures, and a sales and marketing effort, all of which are20

conveniently ignored in the BellSouth testimony.  CompSouth’s witness Gary21
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Ball provides additional detail on this aspect of operational readiness in his1

rebuttal testimony that is also being filed today.2

3

Q. ANOTHER THEME IN BELLSOUTH’S TESTIMONY IS THAT THE4

FACT THAT THERE IS LIT FIBER MEANS THAT THERE IS5

AVAILABLE DARK FIBER.  DO YOU AGREE?6

A. No.  Mr. Gray makes the statement that “CLECs typically deploy 144 fiber7

strands or more when extending a cable to large commercial buildings or ILEC8

wire centers.”  (Gray, Direct, page 11, lines 21-23)  Ms. Padgett states “our billing9

records indicate that most CLECs that pulled fiber into BellSouth’s wire centers10

requested 2 cables of 12-24 strands each, leaving plenty of spare strands to11

wholesale.”  (Padgett, Direct, page 30, lines 20-22).  None of these statements12

actually demonstrates that there is any available dark fiber on any specific route,13

or to any specific building.14

Mr. Gray’s and Ms. Padgett’s testimony do, however, help to illustrate some of15

the problem.  If a physical fiber ring contains, as Mr. Gray states, 144 strands, and16

if at every wire center it passes, the CLEC pulls 2 cables of 24 strands each (4817

strands) into the building, as Ms. Padgett states, something has to give.  In18

actuality, not all strands pulled into a building (either customer location or wire19

center) are in fact connected to the ring.  The connection between the ring and any20

building is commonly called a “lateral.”  While a CLEC may build its lateral with,21

for example, 24 fibers, only the fibers necessary to deliver service are spliced into22

the ring.  Once a ring fiber has been spliced to a lateral it is either “lit” or “dark,”23
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but most commonly “lit.”  If a ring fiber has not been spliced to a lateral or “lit”1

directly when it passed through a collocation or a building directly on the ring, it2

is simply “unavailable”, not dark.  Un-spliced fibers, left “dead” are not available3

dark fibers.  (See Exhibit JMB-R4, AT&T’s response to the Florida Public4

Service Commission Staff’s Interrogatory 25, filed February 25, 2004.)5

6

Q. ON PAGE 25 AND 26 OF HER DIRECT TESTIMONY MS. PADGETT7

CHALLENGES THE CONCEPT THAT THE TRO REQUIRES THAT A8

CLEC MUST BE PROVIDING TRANSPORT SERVICE BETWEEN THE9

TWO ILEC WIRE CENTERS FOR A ROUTE TO BE COUNTED.10

PLEASE EXPLAIN WHY MS. PADGETT’S INTERPRETATION OF THE11

TRO IS INCORRECT.12

A. It is only logical that the self-provisioning test must include only routes over13

which the named CLEC is actually providing service to itself.  The TRO consists14

of 485 pages of commentary, including facts, analysis, discussions, findings and15

guidance to the industry and state regulators, and only 35 pages of rules, in16

Appendix B.  Ms. Padgett’s testimony focuses narrowly and exclusively upon the17

rule, without regard for the content of the text of the order.  While I am not an18

attorney, it is my understanding that rules are to be applied using the associated19

text from the body of the order for context and guidance.  As a layperson, such a20

process only makes sense – otherwise, why bother publishing the 485 pages.21
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The body of the order contains multiple references supporting the proposition that1

the FCC intended that its self-provisioning test must include only routes over2

which the named CLEC is actually providing transport to itself.3

Dedicated interoffice transmission facilities (transport) are facilities4
dedicated to a particular customer or competitive carrier that it uses for5
transmission among incumbent LEC central offices and tandem offices.6
Competing carriers generally use interoffice transport as a means to7
aggregate end-user traffic to achieve economies of scale.  They do so by8
using dedicated transport to carry traffic from their end users’ loops, often9
terminating at incumbent LEC central offices, through other central offices10
to a point of aggregation.  (TRO ¶ 361, emphasis added, citations deleted.)11

12
The first trigger is designed to identify routes along which the ability to13
self-provision is evident based on the existence of several competitive14
transport facilities.  (TRO ¶ 400, emphasis added.)15

16
We also expect that the triggers we adopt will produce desirable incentives17
for competing carriers to build out their transport networks. As a policy18
matter, we find that unbundling can create a disincentive for competitive19
LECs to deploy transport. After incurring substantial fixed and sunk costs,20
a carrier that has deployed transport facilities must continue to compete21
against carriers able to obtain unbundled transport without incurring any22
large costs. Moreover, the triggers will benefit competing carriers that23
invest or have invested in their own transport facilities by attracting24
additional wholesale customers to mitigate the costs of deployment if their25
facilities trigger a finding of no impairment that eliminates unbundling.26
(TRO ¶ 404)27

28
As noted above, we give substantial weight to actual commercial29
deployment of an element by competing carriers.  Therefore, our trigger30
identifies existing examples of deployment by multiple competitive LECs31
on a route-specific basis.  (TRO ¶ 405, emphasis added, citations deleted.)32

33
Each counted self-provisioned facility along a route must be operationally34
ready to provide transport into or out of an incumbent LEC central office.35
TRO ¶ 406, emphasis added.)36

37
Each of the FCC’s concepts, guidance, or anticipated incentives discussed in these38

paragraphs would be devoid of meaning if, as Ms. Padgett suggests, CLECs do39

not have to be actually using self-provided transport for the trigger to be met.40

41



29

Q. WHY WOULD A CLEC NOT BE IN THE BUSINESS OF PROVIDING1

THE EQUIVALENT OF DEDICATED TRANSPORT ON A RETAIL2

BASIS?3

A. The practical purpose of connecting one ILEC office to another (as opposed to4

connecting each office to the CLEC’s network) is either (1) to provide a dedicated5

(private line) retail service between two customer premises, one of which is6

served by a loop from office A and the other served by a loop from office B, or7

(2) to provide wholesale service to other carriers between those two endpoints.8

Only the first situation would result in a condition appropriate for consideration in9

a self-provisioning trigger, and even then only if the total demand were less than10

12 DS3s worth of capacity (the maximum capacity that can be obtained as a11

UNE).12

Using such a configuration for retail service strains credibility.  A customer that13

might have substantial demand between two ILEC wire centers would also (most14

likely) have even more traffic running to locations well beyond those two wire15

centers.  That is, a customer is unlikely to have multi-megabits of transmission16

between two points in close proximity unless those two points are also connected17

to many other locations outside the local area.  Given that such a hypothetical18

customer would be a very large enterprise customer, the CLEC would likely also19

build the loop out to the customer location.  Accordingly, the CLEC would not be20

using or providing “dedicated transport” in that case, because the end-points of21

the facility are two customer premises, not two incumbent wire centers. (AT&T’s22
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private line product and design specifications require that at least one end of the1

service be over an AT&T self-provided loop.)2

Furthermore, the interconnection of the segments (loop and transport) would not3

likely occur in the incumbent’s offices but would instead be made in a building4

where the CLEC has unrestricted access, typically one owned (or leased) by the5

CLEC.  Again, such a configuration would not connect two ILEC wire centers6

and therefore could not even be considered a dedicated transport configuration.7

8

Q. WHY WOULD THE CLEC PROVIDING A PRIVATE LINE SERVICE9

PREFER TO CONNECT THE SELF-PROVIDED LOOP AND INTER-10

PREMISES SEGMENT AT A LOCATION OTHER THAN THE11

TRADITIONAL SERVING WIRE CENTER (OF THE INCUMBENT)?12

A. The self-constructed loop facility would generally run back to the CLEC’s13

network node, rather than to ILEC collocation, and then be connected to other14

fiber as the particular customer design warrants.  This affords the CLEC a better15

ability to control service quality, because its nodes are generally manned round-16

the-clock, or at least are generally accessible.  In addition, fewer potential points17

of failure (splice points and add/drop multiplexers) are generally involved.18

Furthermore, CLECs generally employ collocation to obtain interconnection with19

the incumbent LEC’s network and to gain access to UNEs.  In this instance,20

neither is involved.   As a result, a CLEC would not ordinarily use costly21

collocations to create the connection, particularly one that connects facilities that22

it self-provides entirely from the customer’s premises to its network.23
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Q. ARE THERE OTHER REASONS WHY A CLEC WOULD NOT PROVIDE1

“DEDICATED TRANSPORT” DESPITE HAVING A CABLE BETWEEN2

TWO INCUMBENT OFFICES?3

A. Yes.  Equally important from an operational/network perspective, is the fact that4

transmission capacity on multi-node fiber ring is “zero sum.”  This means that if5

capacity is ”drained off” to provide direct termination of traffic between two6

points on the ring (i.e., to provide dedicated transport between two ILEC offices),7

it reduces the CLEC’s capacity to terminate traffic at other points on the same8

ring.  This occurs because all traffic on a protected ring travels around the entire9

ring on a transmission system that has fixed capacity.510

A simple hypothetical example can help illustrate the constraint.  (This example11

violates AT&T ring design policy.)  Page 1 of Exhibit JMB-R7 depicts an OC4812

system on a hypothetical CLEC ring that passes through two ILEC central offices13

and a CLEC node associated with the CLEC’s switch.  In this example, all traffic14

from ILEC office A is routed directly to the CLEC’s node/switch and all traffic15

from ILEC office B is also routed directly to the CLEC’s node/switch, and there16

are no connections between ILEC offices A and B.  Each collocation uses 24 of17

the 48 DS3s.  The entire capacity of the system is utilized in the above example.  I18

have labeled the DS3s being carried on the ring between the nodes for the19

“primary” (clockwise transmission).  If the “backup” (counter-clockwise20

                                                
5   This characterization is a simplification.  In actuality, it is more likely that the transmission segment will
be active in only one direction.  In the event that a transmission failure is detected, the system will
automatically activate a transmission path in the opposite direction.
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transmission) activated, the numbers of DS3s would remain the same with the A,1

B and N labels reversing position.2

If the CLEC were to reconfigure its ring to establish a transport route for traffic3

between ILEC offices A and B, the capacity available to permit ingress and egress4

at the CLEC’s network (i.e., A to N and B to N) is reduced.  If we assume 6 DS3s5

are required between A and B, the carrier’s revised network configuration is6

shown on page 2 of Exhibit JMB-R7.  Now, only 21 DS3s are available to carry7

traffic from each of the collocations to the switch.8

Thus, the direct routing of traffic between intermediate points on a ring will be the9

rare exception rather than the rule, because it “steals” capacity from the10

mainstream purpose of the CLEC’s self-provided facilities – to connect retail11

customers to its network.12

13

Q. COULD THE SUB-OPTIMIZATION YOU DESCRIBED ABOVE BE14

EFFECTIVELY ADDRESSED BY MAKING A CONNECTION15

BETWEEN THE TWO INCUMBENT OFFICES AT THE CLEC’S NODE?16

A. No, not without the insertion of additional grooming functionality.  This17

grooming capability is provided through a device such as a Digital Cross-18

connection System (DCS).  A DCS is not an inexpensive device and itself19

consumes floor space and power resources.  In fact, in the example discussed20

above, for the 6 A to B DS3’s to become operational there would have to be21

additional equipment installed at A, B and N.  Nevertheless, the Commission22
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must keep in mind that technical feasibility is not sufficient evidence to conclude1

that there has been actual provisioning of dedicated transport.2

3

Q. ON PAGES 22 TO 24 OF HER DIRECT TESTIMONY MS. PADGETT4

CLAIMS THAT UNDER THE TRO DEDICATED TRANSPORT5

INCLUDES SWITCHING.  IS THIS CORRECT?6

A. No.  Nothing in the TRO changes the traditional separation of “dedicated”7

transport, which has never included switching, from “shared” or “common”8

transport which does, and in fact, can only be accessed by the use of switching.9

The FCC makes it clear that the definition of dedicated transport is concerned10

with connections between end points without any inter-positioning of switching.11

Accordingly, we limit the dedicated transport network element to those12
incumbent LEC transmission facilities dedicated to a particular customer13
or carrier that provide telecommunications between switches or wire14
centers owned by incumbent LECs.15
(TRO 369, emphasis added.)16

17
The many functions of the switching element are enumerated in the TRO at ¶433,18

serving as a portion of a transmission path for dedicated transport is not listed.19

The scope and function of shared transport and the fact that it is inseparable from20

the switching element is discussed at ¶¶533-534.  ¶7, at pages 11 and 12 of the21

TRO, provides and contrasts definitions of dedicated transport and shared22

transport including the hardwired linkage between shared transport and switching23

that does not exist for dedicated transport.24
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BellSouth’s sister ILEC, SBC, has no problem understanding this.  In testimony1

filed before the California Public Utilities Commission on November 20, 2003,2

Mr. Scott J. Alexander provided the following definition of dedicated transport.3

Dedicated transport facilities connect two points within a communications4
network, so that information can be transmitted between those two points.5
“Dedicated” transport means all or part of the facility is dedicated to a6
particular carrier or use and that there is no switching interposed along the7
transport route.8
(Emphasis added – testimony in dockets R. 95-04-043 and I. 95-04-044,9
November 20, 2003)  (See Exhibit JMB-R8)10

Ms. Padgett’s testimony on pages 19 and 20 of her direct also incorrectly asserts11

that the CLECs have excluded routes between two end points that might happen12

to pass through other points from our “interpretation” of a route.  Ms. Padgett is13

simply wrong.  Dedicated transport does not include switching and the CLEC’s14

testimony does not state that diverse routing negates the fact that two end points15

connected using dedicated transport constitute a route.16

Ms. Padgett is confused about the meanings of the terms “direct” and “indirect”17

and improperly equates “indirect” with “switching”.  Using her Exhibit SWP-15,18

Situation A, there are two examples of “direct” routes – Route CO1-CO2, and19

Route CO1-CO4, and one of an “indirect” – Route CO1-CO3, which passes near20

or through CO2 without being terminated (or switched) there.  There is also a21

third ILEC direct route – Route CO3-CO4 not being used by any CLECs.22

If we assume Route CO1-CO3 is switched at CO2, we can quickly understand23

why dedicated transport does not use switching as a practical matter.  First assume24

that the route contains a single DS3.  When it arrives at CO2 the DS3 must first be25
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“stepped” down to 28 DS1s.  Second, the 28 DS1s must be terminated to the1

switch where they will consume 672 switch ports.  Third, 672 full-time, “always2

on” paths across the switch must be activated in the switch – 672 paths that can3

never again be used to switch any other customers traffic.  Fourth, 672 more4

switch ports (now a total of 1344) are needed to exit the switch on 28 new DS1s.5

Fifth, the 28 DS1s must be “stepped up” to the DS3 level to continue on to CO16

or CO3.  If instead, the route consisted of an OC48, the number of switch ports7

required becomes 64,512 and the number of full-time, “always on” paths across8

the switch becomes 32,256.  Dedicated transport does not include switching and9

never has in my 34 years of telecommunications experience.10

Mr. Ball’s rebuttal testimony discussing the FCC’s use of the term switch in the11

rule (but not in the text of the order at ¶ 401 when defining a route) is exactly on12

target.  The FCC was envisioning those circumstances in which the term switch is13

a substitute for the terms, wire center, central office, or switching office.14

15

Q. DOES MS. PADGETT’S EXHIBIT SWP-15 AND HER ASSOCIATED16

TESTIMONY ON PAGE 22 TO 23 OF HER DIRECT SUPPORT HER17

CLAIM THAT ENTRANCE FACILITIES SHOULD BE COUNTED AS18

TRANSPORT ROUTES?19

A. No.  All Ms. Padgett has done is demonstrate the effect of the FCC definitional20

change.  Clearly, BellSouth does not appear to like the change, but the FCC states21

specifically that it knew exactly what it was doing and did it for a reason:22

Our determination here effectively eliminates “ entrance facilities”  as23
UNEs and, therefore, moots the Commission’s Fourth Further NPRM24
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insofar as it proposes limitations on obtaining entrance facilities as UNEs.1
UNE Remand Order, 15 FCC Rcd at 3914-15, paras. 492-96 (setting forth2
the Fourth Further NPRM). We note that the terms of the Fourth Further3
NPRM were expanded to include unbundled loop/transport combinations4
in addition to entrance facilities. See generally Supplemental Order, 15 FCC5
Rcd 1760; Supplemental Clarification Order, 15 FCC Rcd 9587. We address6
issues related to unbundled loop/transport combinations infra Part VII.A.7
(TRO footnote 1116)8

In her testimony and exhibit Ms. Padgett depicts the self-provisioning of backhaul9

by a CLEC, yet she attempts to close her misguided argument with a citation from10

the TRO only applicable to wholesale situations.11

12

Q. PLEASE SUMMARIZE THE KEY POINTS OF YOUR REBUTTAL13

TESTIMONY.14

A. AT&T is not a wholesale provider of either high capacity loops or dedicated15

transport.  AT&T is not a self-provider of dedicated transport.  The high-capacity16

loops that AT&T self-provides all carry three or more DS3s of demand and17

therefore are not relevant as self-provisioning triggers under the prescribed actual18

deployment tests and provide no probative data for use in the prescribed potential19

deployment analysis.  BellSouth was aware of, but chose to ignore, the facts about20

AT&T’s operations in South Carolina.  BellSouth’s conclusions that OCn21

facilities are the equivalent of DS3 and DS1 facilities, that dark fiber must exist22

because there is lit fiber, and that dedicated transport routes can include switching23

are incorrect.  BellSouth has failed to provide the evidentiary demonstration24

required by the FCC in the TRO for relief of its obligations to provide high-25

capacity loops and dedicated transport as UNEs.26
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Q. DOES THIS CONCLUDE YOUR TESTIMONY?1

A. Yes, it does.2
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BEFORE THE FLORIDA PUBLIC SERVICE COMMISSION

In re:  Implementation of requirements arising )
from Federal Communications Commission ) Docket No.  030852-TP
triennial UNE review: Local Circuit Switching )
for Mass Market Customers. ) Filed:  February 25, 2004
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REQUEST: Staff’s Second Set of Interrogatories

DATED: February 6, 2004

Interrogatory 16: For purposes of the following request, please refer to the rebuttal
testimony of AT&T witness Bradbury, page 14, lines 5-8.
Please discuss and justify, using specific cites from the TRO,
your position that if a competitive providers loop(s) at a particular
location were provisioned to carry in excess of 2 DS3s,
then the providers loop(s) at that location could not count
toward the self-provisioning trigger.

Response: There are two bases for this position.  First, the TRO is explicit
that the self-provisioning trigger must be analyzed at the relevant
capacity level.  Thus, for self-provisioning to be relevant, it must
be of "the specific type of high capacity loop" in question.  ¶ 328 
The self provisioning trigger  is  satisfied only by "facilities at the
relevant loop capacity level."  ¶ 329. The self provisioning
trigger  requires evidence of "facilities in place serving customers
at that location over the relevant loop capacity level." ¶ 332. 
Facilities which provide loop service at 6 DS3s, which is
equivalent to OC3, are at a different capacity level than that in
question under the DS3 loop self-provisioning trigger.  The
deployment of OCn loops, as to which the FCC found there was
no impairment, ¶ 315, is not relevant to the self-provisioning
trigger for DS3 loops, as to which the FCC found there is
impairment, ¶ 320, because the two are at different capacity
levels.  If OC6 deployment were relevant to the DS3 self-
provisioned loops trigger, the FCC would have said so, and
would not have repeatedly and explicitly emphasized that the
analysis must be conducted at the relevant capacity level.  Indeed,
as the FCC explained in footnote 957, where DS-1 loop self-
deployment is only feasible because of prior OCn or 3 DS3 self-
deployment at a customer location, the DS-1 deployment is not
relevant and does not impact the FCC’s DS1 impairment finding.
(There is no DS1 self-provisioning trigger test.)

It is important to note, however, that this evidence of self-
provisioning has been possible where that same carrier is
already self-provisioning OCn or a 3 DS# level of loop
capacity to that same customer location.  Thus, this
evidence does not support the ability to self-deploy stand-
alone DS1 capacity loops nor does it impact our DS1
impairment finding. (Emphasis added).
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A second basis of this position is that if complete unbundling
relief is granted upon a finding that the self-provisioning triggers
are met for loops at a particular location, then other CLECs
would loose the right to obtain UNE loops at the 1-2 DS3
capacity level at that location.  Such a result would not be
consistent with the rationale of the TRO, which is to unbundle
network elements in those contexts where CLECs are impaired at
the relevant capacity level. See, e.g., TRO para. 7. ("A requesting
carrier is impaired when lack of access to an incumbent LEC
network element poses a barrier or barriers to entry, including
operational and economic barriers, that are likely to make entry
into a market uneconomic.") That CLECs A and B may have self-
provisioned OC3 capacity loops channelized to 3 DS3s of loop
capacity at a particular location does not make it economically or
operationally feasible for CLEC C to self-deploy 1 or 2 DS3s of
loop capacity at the same location. (See TRO para. 320 for
discussion of of self-deployment at the 1-2 DS3 level). 
Therefore, to avoid depriving an impaired CLEC C of access to
unbundled loops, the self-provisioning of CLECs A and B with
OCn deployment should not operate to satisfy the trigger as to
CLEC C.  The rationale of this approach is consistent with and is
illustrated by the TRO’s approach to the scope of unbundling
relief where the wholesale triggers are satisfied.  As explained
at TRO paragraphs 391-393 pertaining to the wholesale trigger
for DS1 transport:

DS1 transport is used by competing carriers to expand
into new service areas and may be used as a transition
mechanism for carriers just entering an area, or for
carriers serving a customer in an area only as a
supplement to its primary operations in another area. In
these situations, carriers are able to enter new markets to
begin accumulating traffic, but do not have sufficient
traffic to self-deploy. Under our analysis, new market
entrants will have the ability to access unbundled DS1
transport, or access DS1 transport from multiple
competing carriers.

Thus, where the wholesale trigger is satisfied, the new market
entrant can obtain transport from multiple competing carriers, and
can enter the market even though it is not economically feasible
to self-deploy.  In this context, the UNE transport is no longer
necessary as CLECs with smaller demand can obtain the same
thing - economical transport - at competitive market prices.  This
facilitates and promotes the overriding policy of market opening
and competition.  The same economic rationale applies with
equal force to new market entrants or smaller CLECs in the
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context of loops.  Thus, even if two CLECs are each providing
OC3 capacity loops channelized to  DS3s of loop capacity at a
particular location, smaller, new market entrants should retain the
right to UNE loops because such self-provisioning, in contrast to
the competitive wholesale facilities, does not show that new
entrants can obtain economical loops from multiple competing
carriers.  In order to facilitate market entry by CLECs who lack
sufficient demand to economically self-deploy, UNE loops
should remain available to CLEC C even though CLECs A and B
have each self-deployed, for example, 3 DS3s of loop capacity
via OCn facilities.  This is necessary to carry out the overriding
rationale of the impairment analysis.  As the FCC stated in para.
197 of the TRO, the purpose of the capacity level analysis is to
enable the FCC to "more precisely calibrate our rules to ensure
that competitive LECs only gain access to unbundled loops where
they are impaired under the standard we adopt above, i.e., where
they cannot economically self-provision loops and competitive
alternatives do not exist." 
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REQUEST: Staff’s Second Set of Interrogatories

DATED: February 6, 2004

Interrogatory 17: For purposes of the following request, please refer to Bradbury
rebuttal, page 16, lines 4- 10.  Please discuss and justify,
using specific cites from the TRO, your position that the FCC
made a “national finding that CLECs are impaired for transport
below 13 DS3s per CLEC and per route.”  Where in the TRO
did the FCC state specifically that it made a national finding of
no impairment for transport below 13 DS3s per CLEC and per
route?

Response: In paragraph 359 of the TRO, the FCC found that CLECs are not
impaired without access to unbundled OCn dedicated transport
services, but are impaired for standalone DS3 level dedicated
transport services.  In paragraph 388, the FCC determined that
CLECs with a demand of more than 12 DS3s on a given route
could overcome the national finding of impairment for DS3s
based upon the sufficient revenue available from that quantity,
essentially treating that route as if it were an OCn level route.
The FCC reaffirmed its finding in paragraph 389.  For routes in
which a CLEC is providing less than 13 DS3s, the national
finding of impairment applies.
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November 25, 2002

Ms. Marlene Dorteh
secretarjj
Federal Communications Commission
445 12+ Street, SW, Room TWB-2,04
Washington, DC 20554

Re: Notice ofOral Ex Parte Conununication, I
c 1 a' I c be tLocal xch c

gag jg, CC Docket Nos. 01-338, 96-98 and 98-147

Dear Ms. Dortch:

In recent ecpartes, ATEcIhas stated that the absolute ~mntnum "crossover" poly
at which it becomes economical rational for a requesting competitive camer to consider
constructing its own interomce transport hciTities is reached when the caaier can
aggregate approximately 18DS3s of total trsNic in a Local Serving Once (LSO),
including all local, data, exchange access ark iaterexchaage traKc routei through the
oKce. At Staff's request, ATILT has developed a detailed explanation of the methodology
used to develop that estimate which can be found in Attachment A to this letter.

Qne of the critical points to note is that in developing the "crossover" point, ATES
did not attempt to assess the ILBCs' TFUOC costs ofproviding transport to thexnseives
and their «Dilates (am( thus the actual cost disadvantage that requesting carriers face in
using such facNties to ofkr services that compete vrith the ILECs services). Rather,
ATES compared the costs ofprovisioning its own transport to its average costs for
purchasing KRC specfal access servfces, which are admittedly not offered at cost-based
rates. Indeed, they are priced at exorbitant levels. Thus, this analysis is highly favorable
to the KECs, Given that YH RIC costs are actually between half and two-thirds of the
prevailing special «ccess rates, the crossover point for facilities construction necessary for
a competitive camer not paying special access rates to achieve cost parity with the ILBCs
is between 2& and 36 DS3s of total traffic. Sea Attachment A.
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As is also obvious Rom Attachment A, transport constructioa represents a high
5xed cost. Moreover, nearly toro-thirds ofiuteroKce transport costs are Sxed. ' Thus, a
carrier cannot be expected to begin constrtiction of its own transport facilities until it is
reasonably certain that it wilL have the nccessaxy scale to recover its coxLstroction costs.~

Othexwise, such construction woold simply bc waste5d.

ln this xegard, it is essential that CLBCs be able to achieve a cost structore
comparable to the KRC's even where the incumbent's existing prices are well above costs.
Where a CLBC has signi5cantly higher costs than the KRC, the CLBC knows that the
lLBC cooM simply drop its prices below the CLSC's costs, but steal above the KSC's
costs, and rexnain profitable. But by setting prices below the CLSC's costs, the KSC
would xxtalce it impossible for the entrant to remain economically viable. The prospect of
such a pricing strategy is particularly high where, as is the case for services provided to
businesses, the EgiC can price discriminate. This allows the ILBC to lower prices
selectively, f.e., only to those custaxnors that could potentially be served by the CLEC, and
thus to keep prices high for all other customers. Thus, because transport constitutes a
sizeable percentage of the overall cost of telecommunications sexvices, Seilities4esed
entry is generally viable only where a CLBC can. selfMeyloy transport at a cost that is not
well in excess of the ILSC's costs.

Finally, a carrier's analysis ofwhether to constxucta fiber bsckbone ring (and thus
provide its own transport) is very different &omits analysis as to whether to build a
Building Ring or a Customer Lateral off an existing Building Ring to provide the
equivalent ofa loop for largecustomerbulings. Accordingly, the aemunt ofcaxaeCitted
tragic necessary to support the construction ofloops for large business customers-which
ATBtT has indicate6 is about 3 DS3s oftraffic- is substantially less than the amount
needed to support the constxuction ofa backbone ring. The assumption hexo is that the
existing txansyoxt ring il justi6ed for other puxposes and that the loop is addressed by
incretnenta11y attaching a amsll ring to serve a speci6c buMng and, where necessary, a
short lateral extension. In support ofAMT's cLaim that 3 DS3s of~cis required to
support an economically rational lateral fiber build-out, and to ensure that the record is
complete, AY8'cT is also submitting with this exparte a detailed discussion regarding
Abc T's esthnation of loop constxuctioa costs, which is appended as Attxtckunent 9.

' See exports leffer iiom C.Pcelerick Seckner to Mariene Dortch dated Novetwber )4.2602, attaching white
paper prepared by Pxofescor Robott D.%llllg entitled "Detennlhing 'lepahmeltt' Uailg the Horhoefal
Merger Guidelince Entry Analysis, "p. L3.

Page 2



consistent with Coinmtssion rules, I am filing one electronic copy of%snotice
and request that you place if ia the record ofthe above-referenced proceedings.

Joan Marsh

cc: MicheGe Carey
Thomas Navtn
Robert Tanner
Sercmny Miller
Dan Shiman
Julia Veach
Don Stockdale



Attachment A

I)ETAILEIl 9RSC1HFHON OF CLRCS' COLLOCATION AND
SACKEBLUL INFRAS'fRUCI'URE COSTS

llldl II

A CLSC seeking to enter the market using its own facilities must incur collocation and
transport costs to "backhaul" traffic &om an ILEC serving once vrhcre its customers'
loops terminate to its own switch. In a recent Sling, ATILT explained that the costs
associated with collocation and backhaul average about $33,000 per month and that at
least 18 DS3s in tralic volume is required to make such investment prudent. This
document provides detailed infannatioa an havr these ftguxes frere developed.

In simple terms, collocation costs arise kolt three key sources: (1)the backlwul facility,
(2) the collocation space itself, and(3) the equipmeat placed wiCdathe caRacation. The
derivation ofcosts for each component is described below.

Backhaul faciTities comprise the largest component ofa CLRC's infhetroctuxe costs.
These include the costs ofdeploying an interoffice Gber facilitjj in army architecture.
The absolute cost ofsuch a ring is predominantly a function ofthe lenmth ofthe fiber
cable, the nature ofthe structure employed to support the cable
(aerial/buried/underground) and the density zone where the 6ber facility is deployed.
The number of strands deployed impacts the camer's costs to only a minor degree. '

The following table lists the key assumptions underlying AT8cT's calculation ofstructure
costs and identi6cs the HAI material discussing the derivation of the input cost:

item
Placementlft
Added SheaNnglft
Conduit
PuN Box (per ft, 1 per2000 tt)
Poles (per ft, 5 per 'lsDlt)
UIQ excavationlreatoration
Buried excavation/restoralon

Total construction

Aerial Buried UlG

$ 'i.77 0 18.40
Od20

0.60$0.25
2.78

$23,74$6.71

4 2.78 $8.68 $40.99

ref (HA) 52)
p.502
p.102
p.1a2
p.104
pp.104-105
p.140
p.143

' ln fact, the variable cost per fiber strand is S0.032/foot (Sce HA) 5.2 inputs, page 100)end the aversgecost ofthe cable(instaNalion and cnmiaeexing) is about $1.00per foot. ln sharp contrast, the cost of
supporting structurea for a cab)e can be as high as $45/foot (for buried cable) or $7S/foot(for undergroundcable). For the purposes ofanalysis, ahhough hrge quantities ofdark strands would be deployed with theinitial biiild, ao cost ofthis 4ark capacity ia attributkd ta the interolce transport
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Finally, it was necessary to establish the Lives for the various types ofSciTi yla@emcnt,

the salvage and the annual maintenance cost in order to quantif'y the full cost ofthe

conductor, These inputs are listed below, together with thc source:

Item

Ufe
Salvage
Nlaintenance

Aerla1

-17.5/i
0.2%

Buried

26.45
8 6o),

O.S%

U)G ref(HAI 54)

25.9$ p.129
-14.6% p.129

0.8% FCC SynSesis Model Input

ln order to generate a single set offactors covering the three alternative stmcttmes, the
individual results were combined as a weighted average. This was accomphshed by
weighting each unit cost and the salvage, life and maintenance factorby the proportion of
structures in the density zones under consideration. This was clone by using the weighted

average structure distribution developed above.

The following elements mere the resulting weighted clement inputs:

Weighted Ufe

Weighted Salvage

Weighted Maintenance

Total InsttLlled Cost

26.03

-14.'l%

0.67'/e

30.34 per foot$0.033 per strand per foot

In order to quantify the investltent, the total length ofcable and the total number of
strands needed to be speci6ed. For the analysis, an average span cost assignment
ettuiveleut to S.lt4 miles wes employed, based ugou ATdaT's exyerieuoe. Thus, the total
assigned investment is $1.435 million per span. The associated monthly maintenance
expense is 0.67%of the investment amount assigned to the node divided by l2, or $798
per month per node.

The monthly capital recovery was amortized over the life of the investment after the
investment was grossed-up for the net salvage. A 14.24% cost ofmoney wtLN employed,
which is very conservative, as it does not reflect the higher risk sssociated with the CI.BC

~ By the end of2001 ATILT had deployed 17,026 route rni)es of local fiber in which I@05spans were
active (oniquepoint paira) Accordingly, the average route miles per active sptNL Ln ATILT's twttrrork is
8.94 miles, While this docs not mean that each physical segment is that length, it provides s reasonable
meaas ta allocate, among active uses, the cost ofa shared facility.

4 The calcuhtion is (8.94~($3034+2~.033)~S280}for a total of$1A3SNL

The calculation is (SI.43SM~0.67%)/12.



operations (compared to the 1054 cost ofmoney assumed for the incutnbents). These
factors yieh}ed a InonMy investment recovery cost of $19,937 for the facility. The
total monthly costs for thc facility, including maintenance, is $20,806per month, Another
5% was added to accaunt for non-income tax coverage requirements for a total of
$21,771 per month.

Calloca on ace:

Collocation costs are simply the costs associated with renting and securing conditioned
Central 06ice space within an ILEC once. The collocation space is the area where the
CLSC places its trlmnission equipment and terminates its intorof6ce Scility for cross-
connection to other interof5ce or loop facihties. The collocation costs are comprised of
two main components: (1)the cosL of initially preparing and securing the space, Ind (2)
the on-going cost oFrenting the space (which not only includes the physical space but
also beating, ventilation, air conditioning and power).

The space preparation cost is treated as an investment and recovered over the life of the
equipment place 4 within the collocation. For the purposes of this analysis, l024 years
was employed, which is the average useful life ofdigital circuit equipment (sec HAI 52
inputs, page 129). The same cost ofmoney and treatment of taxes etnployed for the
facility analysis above was utilized here as wcLL Neither gross salvage nor cost of
removal werc assumed.

Became HAI inputs are onented to ILEC operatio ns, no coLLocation costs are reQected as
cost inputs. Accordingly internal estimates ofcollocation preparation costs were
employed. Intetnal estimates indicated that the preparation costs are in the range of
$200,900to $250,000, This, m turn, yieLds a $3,488 omnthly cost for the preparation
alone.

The monthly pbysical collocation rental costs were developed Rom KIC billing to
ATILT. Vfhen analyzed. on the LEC-LATA level, the average monthly expense was
$4,083 although the true mean could be expected to Iio anywhere in the range of$3+79
to $4,586 (at a 95% level of con6dence). The average fiyee was etnployyod for the
analysis. Accordingly, the monthly costs attributable to coBocation in total were $7,95O
per month after taking into account taxes other than income taxes.

For sinipllcity in the study, apre-tet cost-of-inoney was employed. The figure is entirely consistent with
the ILBCcost ofmoney of 10.01%ewiployed in the,HAI inodel The 142484 cost ofmoney is derived bythe following eciuatioa: /adebt cost ofdcbH"/aeqnity cost of equity1(l wfhctivo income tax ratt). la this
instance the A debt was 4$/o, the cost ofdebt was 7.7%, the cost af equity was 11.9A and the effecNve
income tax rate was N.25%.

The caiculatiaa vtas the EXCEL PMT function: PhlT((14. 24'4'12),(26.03e12),((Sl 43Sh4p(1-(-14.1%)).Tile tnultlplication by 1.1418grosses the initial investment up for gross salvage less cost ofremoval which, in this case, is negative.

As with other expense, this figurc was increased by S% to account for taxes other than income taxes



'fraasrnission E ui anent:

When operatina at the interoffice transport level, there is relatively bttle equipment
placed within the collocation. The necessary equipment includes: optical path yanels (to
tergiinate and cross~onnect the fiber facility), optical multiplexers, and power
distribution (e.g.,power filtering and uses) equipment.

The optical path panel costs are described in HAI 5.2 inputs (p.97).The panels cost
$1,000 each, and the cost of cross-connecting to the equipment is $60/straIML In this
instance, ? cross~nnections are required per panel (one in and one out) and 2 panels are
employed (one for each strand to assure no single point offaBure). Accordingly, the
capital investment for the panels is $2,$40.

The HAI input lists the investment associated with an optical multiplexer (see page 96).
The base unit cost is $40,000 (12DS3 capacity) and the Rlly epiyped unit cost is
$50,000 (48 DS3s), Thus, the investment is $40,000, $43,333.33,$46,666.67 or $50,000
depending upon whether 12,24, 36, or 48 DS3s are in service. This is the only aspect of
the investment that is dematid sensitive (ie., if fewer than 48 DS3s are aseuned) but this
amounts to little more than $3 per DS3. Two multiplexers are assumed to provide
redundancy and, as set forth in HAI 5.2 inputs, it is assumed that there is 3'1,760 invested
to engineer, famish and install esclt rnnltiplexer and associated optical panel (see pqe
97). The total investment in the optical multiplexers (24 DS3s assumed) is $90,187.

The installed cost ofthe last remaining equipment item- the battery distribution fuse bay
(BFDB)—is estimated at $62,500.'

The total installed equipment cost is therefore $2,240 for the distribution panels, NO, N7
for the multiplexers and $62,S00 for the SPDB, yielding a total of$154,927. Amortizing
this amount over the average useful life of cirt:uit equipment, applying a 1.69Jo net
salvage (HAI 5.2p HO) and the same cost ofmoney as above, yieMs an investment
recovery cost of$2,443 per month Maintenance costs are derived by applying; a 2%
annual maintenance factor (see FCC Synthesis Model for circuit equipment) to the
$154p27 gross investtnent (with the result divided by H), for a maintenance cost of$258
per gnonth. Combining these two figures and providiag far 5% non-income (gal related
costs yields a total cost of$2,836 per month.

Rationale for the 18DS3 Minfimutn:

Adding all ofthe above figures yields a monthly average cost of$52,557. Given that the
monthly costs of facility-based collocation are electively insensitive to volume, the
average unit cost is simply the $32,S57 monthly agua divided by the number ofDS3s iti
SCARCE

' 2~(43,333ga+1760)

This is In internal estimate, because there is na eqlrivalent identified iit the HAI ioputs.



Assuming that unbundled transport is not available as an unbundled network eleinent,
and in the absence ofmarket-based competition for connectivity between the necessary
points, a CLEC's only practical alternative to building its own facilities is to use INC
special access service. In today' s market, given the continuing imposition ofuse and
commingling restrictions, this special access would be likely be bought under a term plan
of either three or five years. Assuming that the special access interof8ice mileage would
be equivalent to the average span, then a comparison of alternatives is possible. Note,
however, that this is not a comparison between actual ILBC cost» for existml transport
famTities and anticipated CLFC costs fornew construction. Rather, itis a comparison
between anticipated CLHC construction costs and KRC special access rates, vrhich are
admittedly weLL above the ILEC's costs.

ATTY's experience is that a DS3 intero%ee facility plus one channel terinination' will
cost approximately $2,36$ per month under a 36-month tenn agreement and $1,7&0per
month under a 60-month tenn agreement. Thus, at least 14DS3 would be required to
break-even compared to a 36-month teen special access rate and at least I8 D83s would
be required compared to a 60-month term special access rite, Given that the collocation .
was assumed to have a 10-year useful life, comparison to the 60-month tarn agreemcnt
was judged most relevant, making the IS DS3 figure the appropriate comparison.

In fact, ATdhT has demonstrated that special access is priced (exorbitantly) weH above
economic cost. Further, AT8cT has demonstrated that a carrier cannot viably enter a local
market on a faciEties-basis if it incurs costs for a key input that are welL above the cost
that the ILEC itself incurs for that input. Given that the ILBC's economic costs of
transport are in the range ofha)f to bvo-thirds ofprevailing special access rates, then 28
to 36 DS3s would be required to "prove in" a, transport facilities build if the competit|tve
carrier were to achieve cost parity with the ILEC.'

Ifa facility is not build, not only is the interoffice transport required but a connection from Qe NialLSO to the switch location (i.e., a high capacity channel term or entrance facility) is aho reqniraf.
' Ifthe unit cost alternative were 50% to 67% lower, then the revised break-even point is simply the
originally calculated brcak-even point divided by the preceding price xatio.



Attachment B

ESTIMATING 'IM" COST OF LOOP CONSTRUCTION

l trodu e '

Loop SciHties are one ofthe most basic components of a telecommunications network
and are used in the provision ofall services, whether switched or dedicated. These
facilities provide the physical connection between the customer location and the network
of the serving carrier. Because much of the investment is dedicated to one or a very
small number ofcustomers, and because the facilities have very high initial costs to
deploy, only the very largest customer locations (in terms of service demand) can be
economically reached through an over-build. The focus ofthis paper is upon such
"large" customer locations. As shown below, a CLEC must have the potential to serve a
large number ofbuildings (about 20) within a consolidated geographic area, with each
building generating at least 3 DS3s ofdemand before a build is economic. IIvea then,
serving the location wi11 involve significant investmcnt-apprmCimately $6.7M for the
building ring, plus approximately $3M for the premises and Node cquiprnent. And all of
this analysis assumes that the CLRC considering the buM can reach the buildings in the
area with rights ofway and building access comparable to the INC.

Before discussing the costs ofbuilding it is Grst important to share a common
understanding of the general architecture ofthe outside plant employed by a CLBC.
Figure I below provides a general representation of this plant:

Typical Con6giuation of"Local" Fiber Rings

8uihling
Laurel

teee
node

sa

Building
Ring

LSO
Ring

Figure 1.



A self-provided CLBC "loop" is actually composed of two to three intereoieeotld
faci5tles. The Grat is the LSO Ring. This ring connects the network locatiorN (e.g.,
facility/switch nodes and collocations) within a metropolitan area. The cost of
connecting these locations is discussed in a related paper quantizing the costs of
transport and will not be repeated here. ' The LSD Ring interfaces with two other ring
types: backbone rings and building rings. Because the loop is constructed to reach the
service provider's network, which effectively starts and eads at the backbone ring (for
dedicated services) or the switch connecting to the backbone 6ng (for switched services),
the costs of the backbone ring «re not relevant to the discussion ofloop costs. On the
other hand, the building rings are a significant consideration in quantifying loop costs. A
Building Ring extends the CLPC network Rom a very aggregated demand@oint (r'.e., the
facility-based collocation in an LSO) to (or near) customers' premises.

The final component of the loop infrastructure is the Customer LateraL When a Building
King is constructed, every eKort is made to run the ring facility cHrcetly though cntical
buildings. in kbot, Building Rmgs tend to be about 30 route miles long end tend tn have
10 to 1Sbuildings on each. %hether or not a building is placed on a ring is highly
dependent upon factors such as the foDowing: (!)whether the location was identi6ed as a
"high volume" looLtion early enough ia the planing to permit its inclusion, (2) whether
access to the building could be secured Rom the landlord in a time&arne consistent ivith
the ovexaH project time lme, and (3)whether building access costs were not judged
prohibitive. Ifa building is not placed directly on the building ring as patt ofthe initial
build, it may still be possible to aN a building at a later point. Such buiMings are added
by extending a short segment of fiber that is spliced to the xmas and extends to the
buQding. Because these segments are sot shared with any other users other than the
single building connected, and because the segment generally is not protected via diverse
routing ofredundant facilities, latezals tend to be very short.

To recap: an LSO Ring is a highly aggregated facility that is shared among a wide variety
of customer locations and services; a BuiMing Ring is a facility whose use is shared
among IO to 15buildings; a Customer Lateral is a facility useful only for the particular
building connected.

In order to quantify the cost of these loops, L general understanding ofthe essential
equipment components is important. The key components are shown ia Figure 2:

' See Attachment A to this Submission, referred to herein as the Transport expo@le,
s TIkese oiiaracteristics tend to vary by specific metropolitan area. However, the ATATOutsMe Plant
Sngineerinl organisation believes these paraknetcrs reasonably reGect the conditions across its local
madcetgk. Other carriers may have dHFerent experiences due to different market strategies and less robust
local fiber facility deyloytnent.

ATAUNT seeks to limit Iaterals ta less than 500 feet in order to contain otstottterwlkAlicatot ittveattrkent asNIto reduce the risk of facility damage(l. e., the longer thc facility the greater the probability that some formofmechanical haan may be experienced).



Typical Con6guxation ofAn Oa-Net BuiMmg "Looy"

Beginning of "Loop"
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Figure 2

The &actions ofthe individual components are relatively straightforward;

DSX-1 or DSX-3: Provides a cross-connection point between faciTities opex3ting at the
DS1 level (DSX-0 or the D83 level (DSX-3)without requiring that the facility be de-
multiplexed to a lower bandwidth. The DSX kaxnes allow relatively non-disruptive
addition and removal ofequipment, reasonable physical test access, and ymvide ef5ciont
means for cross-connecting circuits.

Optical Mux (and OC&8 Mux): Transmission equipment that aggregates (i.e„
xnultip}aces or "mmes") multiple lower bandwidth services onto a very high bandwidth
facility. An Optical xnux generally also supports signal conversions between optical aud
electrioLl based transmissions.

Digital Crosscenection System (DCS): Provides for the grooming of facilities without
the need ta d~ultiplca andre multiplex the individual channels" af the connecting
facilities. For exaxnple, it permits the xnoving ofDSl 05 contained within DS3 02 in
facility segxnent A to D31017within DS3 03 on facility segment 8. DCS allows
improved utilization ofvery high capacity facilities.

X-conn Panel (or Fiber Distribution Panel): Provides a point of teaxunation and cross-
conxLectioaof a Sber facility to transmission equipment that xnanages the
comxnunications carrier within a Gber conductor.



anti eatio of ostof Self- r videtLLoa st

The cost of a self-provided loop can be conveniently analy2ed based upon the foLLowing
categories:

Lateral facility
Building Ring facility .
1.SO Ring transport
Building Location costs
Node costs (interfacing between n Building Ring and an LSO Ring)

Each of these categories is reasonably subdivided into subcategories of investrilat costs,
maintenance costs, and taxes.

Cttstoanes ate al Fac'll

As discussed above, the lateral facility is a short Sber that is dedicatNLto an mdiyidual
building connected to a Building Ring. Because CLSC~rovided Loop fttciTities are
typically placed ia dense metropolitan areas, such facilities are virtually always placed in
an undergrountl structure. Consistent with the I,SO Ring analysis, the buQdiag connected
will be in one ofthe four most dense cells as de6ned in the BAI S2 modeL Accolthngly,
the unit cost for the fiber Lateral is the same as that ttnderlying the analysis of the LSD
Ring msts and is $40.99per foot and $0.033per strand foot. A twelve-strand aber js
assumed although this assumption does not materially impact the overaR cost ofthe Gber
lateral Accordingly, tire gross investment is N0, 690 end converts to sn investment cost
of$342 per month, As with the LSO transport model, a 0.61%per year yer gross
investment dollar Inaintenance assumption is applied, and 54j of investtnent ancl
maintenance costs were added to cover non-income taxes. This results in a maintenance
expense ofabout $11 and tax expense of$17 per month associated with the lateraL The
total cost is g370 per month.

d The actual calculation is as follows. SM feet» ($40.99/foot+ 12 strands e($0.053/strand-foot)).

r The calculation is the same as employed in the LSO transport cost analysis in the Transyotter parte atoll
employs the EXCELPMf function. The actual calculation is PMT(cost ofmoney, recovery period, gross
investment (l~lvage}). The cost ofnioney employed in ibis analysis ia based upon the plait cost pf
money employed in the LSO transport cost analysis (i e., 1424'Yn) increased by 20% to account for the
greater risk associated with the loop plant invcstinent (i.e., the actual cost of money employoo is 17.09%
per year). The recovery period for the buildingMedicated investment is 6 yeal. Net salvage is the same as
that used for Sber facilitics and is identical to that underlying the LSO transport snalysi! for uridergrouad
fi q.e., -I4.5Sr.).

If the lateral life is assuined to be the saine as that ofan underground fiber, the overaM cost deciiles to
C9l per month, distribute4 $76 forinvestrnent recovery, Q l for tnaintetLance anil $4 taxeL However, such
a lorica)ife ia unreasonably conservative given the volatile nature of dctnand frorri a single ciistormer
location (customer contracts typically run only 2 to 3 years). Accordingly, eve» the 6-year filare assumes
at least one contractrencwal, an4 the figme presented is this footnote ia oifercd strictly for aerlitivity
analysis purposes.



ug din Mn:

As stated above, Building Rings are typically «bout 30 roiles in total length and connect
10 to 20 buildings to the LSO transport node. As with the Customer Lateral, the Building
Ring is assumed to be an underground Sber placed within one of the four highest density
zones ofthe HAJ modeL Accordingly, the same unit cost per foot and per strand is
employed as was used for determining the investment cost ofthe lateraL The cost
modeling assumes 2 strands per building. Accordingly, the gross investment ia the
Building Ring is about $6.7 million. Because this facility is shared among 20 buildings,
the Iosigned investtnent cost per building is $334PS2 ofgrass investment. Note that the
maximum number ofbuildings typically placed on a ring was employed. As a result, this
generates the lowest likely gross invests;nt attribution.

A consistent appraach was used to develop the monthly cost for the Building Ring
component as was employed for the Customer LateraL The only exception is that the life
for the SuiMing Ring was assumed to be that ofunderground Sber, i.e., about 26years,
rather than the 6-year life for the lateraL %bile the life ofan. individual lateral may be
relatively short, the assumptionhere is that as individual buildings dmp off the sing (due
to lack ofdcauesd) others are added to replace them, resulting in a stable number ofon-
net buildings. The monthly investment recovery cost is $5,533 and the associated
monthly maintenance and tax-related costs are $1 lo and 3'285, respectively, The total
Building Ring assigned cost is, therefore, SS,988 per month per building.

LSO M ans ort:

The last component ofphysical connectivity associated vrith the CLBC loop is the Lao
Ring transport. This is the same connectivity that would be employed by any other
service configuration or loop connecting to the CLEC network through the node. As
such, the cast previausly developed far the Transport experts is employed here. Because
the costs are basically Gxed at the node, the issue is simply one ofdetemiining the total
DS3 volume presented to the node and then determining the number ofDS3s that an
individual building contnbutes. For the purposes of this analysis, the fixed costs ofthe
node are assumed to be the sarue as that developed in the Transport ex pcu A. or $32,557
per month. Furthermore, in order to present the most conservative evaluation of the cost
ofa CLEC loop, the analysis assumes that the facility is used to 90% of capacity, or $740
per DS3 per month.

u e scalier o

The customer location costs are primanly equipment and space related, The equipment
costs are related to those elements shown at the customer location in Figure 2: the DSX-
l, the Optical Mux and the Fiber Distribution Panel (FOP). The POP investment is the

' The calculation is as follows: 30 miles ' $280 Nmi'($40. .99',+ 20 buildingsN'(2,
strands/building)~($0. 033/strand-foot)



same as that usei lathe TrarNport erparte, j.e., $NOO per panel and 2 coanectioos per
multiplexer at $60 per connection($1120 per connected panel). The Optical Mux cost is
that for an OC-3 and is found in the KQ inputs (p. 96). The coaunon cost is g?0,000
phs SSOO per 7 DS1s, uy to amecirntnn of849S1s. No cost was available in HAI fog
the DSX-1;however, costs were avaQabfe on the ADC website for such equipment

. Ip I lly ~ DRXl h lf 'a
p ily f84DIh4p' «I t

$2,085 (see item: Di M2OUL). Most customer building connections are at the OC-3
level. Accordingly, the investment at a customer preause is $23@05plus $$00IV Dsl.s..
This converts to a monthly cost of$407 plus $9 for every 7 Dsls active. Thus, the totil
monthly investment cost for equip1nmt at a customer location is in the range of$416to
$513 ifkom 1 to 84 DS1 ($4 DS1s equal 3 fuHy utilized M3s) are active. This
investment cost results in a maintenance cost of$40 to 349 and taxes of$23 to $28 per
month.

The 5gaL cost that must be considered is that for space rentaL For the purposes of this
analysis, space rental at each buiMing adds about $678 per month. Because no site
preparation costs are explicitly included, there is no associated gross investment and,
accordingly, no maintenance assumed. Taxes, however, account for $34/month.

The customer location costs are summarized below:

Investment
Cost

Equipment $416 to $513

$0

Maintenance

$40 to $49

$0

Other

$0

$678

Taxes

$23 to $28

$34

Total

$479 to
3590
%12

Total at
Premise

$416 to $519 $40 to $49 $67S $57 to $62 $1,191 to
$1 OR

ode osts:

As shown in Figure 2, the equipment at the node necessary to interface with the LSO
Ring transport included a FOP, an OC-3 multiplexer, a DSX-3 cmss-connection device
and a DCS. The POP and OC-3 have the same cost, maintenance and tax implications as
for the customer premises. The cost of the DCS is found in KQ 52 inputs (p. 99) and
reflects a gross investment of$30,000 per DS3. HAI inputs do not explicitly list a DSX-
3 cost. The same ADC website referenced for the DSX-1 also contains a cost fora DSX-
3 (see DSXAB-24-7A), which is $$,463 and can accoaunodate 24 D83s. Because this
5mctioa is shared at the node, rather thai incurring the Ml cost ofa shelf, the study

"The eqoiymeat lives, gross salvage aILd Inaintenaoce factors are those usel for cueuit eqLtipraent as
described in ihe Transport erpur je, l.e., 10.24 years, -1.69% and 2%, respective/

ATILT'a iaternal records relating to coaeeo space rentals indicate a national average montMy cost af$6'7890.



assumes that sharing occurs and that the cost will be incurred on a DS3 basis (or $353per
DS3 port). Based on Figure 2, 5 ports are required per DS3 at the node. Accprthngly, the
gross investment formula for the node is $21,120+$500per 7 DS1s+$30,863 per 84
Dh. '4 Thus, the node costs are largely a function of the mtmber ofDS3a clehvered
&om the building. The table below sutnmaxizes the node related costs for variotts
demand levels st the building:

Building
Volume Sls

investment cost maintenance

$922 ssa $1059
8-14
15-21
22-28
29-35
36A2
43Q9
50 56
57-63

71-77
78-84

$93)

$949
$1516
$1S2$
$1534
$1543
$2110
$2119
$2128
$2137

$88
$89
$90

$145

$146
$200
$201
$202
5203

$51
$51
$52
$83

$1JS

$116

$1070
$1080
$1091
Sn43
Sl753
$1753
$1773
$242$
$2436

$2457

ID ~The Investment cost Niuation, based on the same Life and salvage assumptions applied to the customernode equipmest is $355+SSSRI3+$9/7 active DSL. The fixed cost Ls sLightly dNerent compared to thecustomer premises, because rather ihsn one FDP there are two and the cost of those two are slated among20buBdings.
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casts. As ATEr T has explained, a CLRC aewh to achieve costs comyarable to the
RBOC's economic costs iu order to deploy economically its oem facilities.

These unit costs can be used to develop the average (per OS1)cost ofa special access
configuration. The only additional information required is the inter once mGease. For
the analysis, the same mileage was used as is employed for the transport er purr' (8.94
miles). The following table compares the average cost per DS1 under an ovcrbuiM
assomptioa(buiM) compared to the average cost ofobtaining the equivalent capaciIy as a
DSl Channel Teanination+ DS3 intero8ice tamsport using access obbmed under a 5-
year term agreement (SA-5) or a 3-year term agreement (SA-3). The table shows that the
average cost ofthe self-provided loops are not less than special access pricing until a
third DS3 is activated (each DS3 represents 28 DS1s). At 63 active DSl 1oops, the build
has a superior cost structure compared to the 3-yeINs special access average unit cost
($195/OS1 compared to $206/DSI), Similarly, compared to the 5-year special access
average unit. cost, it ls not until the 77 DS1 is activated that the buiM unit cost are an
improvement over the spedal access rate ($160/DS1 compared to $165/DS1). AI this
leads to the conclusion that a CIRC requires at least 3 DS3s of customer demand at a
building before a facility build can generally be proven in as Snancially prudent.

0 1s buNd SA-5 A-3

336 16D

160 'l87

160



BEFORE THE FLORIDA PUBLIC SERVICE COMMISSION

In re:  Implementation of requirements arising )
from Federal Communications Commission ) Docket No.  030852-TP
triennial UNE review: Local Circuit Switching )
for Mass Market Customers. ) Filed:  February 25, 2004

)

AT&T’S RESPONSES TO STAFF’S
SECOND SET OF  INTERROGATORIES (15-44)

AT&T Communications of the Southern States, LLC (“AT&T”) pursuant to Rule

28.106-206, Florida Administrative Code, Rule 1.340, Florida Rules of Civil Procedure

and Order No. PSC-03-1055-PCO-TP, issued in this docket on September 22, 2003,

hereby files its Responses to Florida Public Service Commission Staff’s  Second

Interrogatories (15-44).
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Rebuttal Testimony of Jay M. Bradbury

March 31, 2004
Exhibit: JMB-R4



AT&T’s Response to Staff’s
Second Interrogatories (15-44)

2

REQUEST: Staff’s Second Set of Interrogatories

DATED: February 6, 2004

Interrogatory 25: Explain why a carrier would not splice all its deployed fiber to its
ring all at the same time.  Do you have any points in your network
where you have deployed fiber, but have not connected all fiber
strands to the ring?  If so, where?

Response: In general, a carrier’s goal is to deploy its network facilities in a
manner that provides the highest level of flexibility while limiting
unnecessary costs. Therefore, carriers avoid practices that add
unnecessary cost to either the construction or maintenance of the
network, or limits the potential use of deployed assets.  The
following example demonstrates why this is rational both from an
engineering and economic perspective.

Assume a carrier deploys a 144-strand fiber cable (physical
backbone) that it wishes to use to build individual system rings to
serve four collocations and 10 buildings.  Assume further that, as
suggested by BellSouth’s witness Padgett, the carrier pulls two 24-
strand fiber cables into each of the collocations.  Finally assume
that the carrier elects to pull one 12-strand fiber cable into each of
the buildings.



AT&T’s Response to Staff’s
Second Interrogatories (15-44)

3

AVAILABLE CONNECT AVAILABLE

144 strands 144
strands

fully connect 48 strands to collocation 1
splice 8 strands for service and protection

96 strands 136
strands

fully connect 12 strands to building 1
splice 4 strands for service and protection

84 strands 132
strands

fully connect 48 strands to collocation 2
splice 8 strands for service and protection

36 strands 124
strands

fully connect 12 strands to building 2
splice 4 strands for service and protection

24 strands 120
strands

fully connect 48 strands to collocation 3
Impossible as strands in the cable have
been exhausted.
splice 8 strands for service and protection

Exhausted 112 strands

By splicing only the necessary strands to the physical cable all four collocations
and all ten buildings can be served using only 72 strands thus allowing for future
growth either to existing building or to new buildings that can be served from the
fiber ring.1

In response to the second part of this Interrogatory, AT&T’s

                                                
1 This practice is consistent with the use of the ILEC’s copper network.  For example, while there may be
four copper pair terminated at a customer premise, unless the ILEC is providing service to all four loops,
the ILEC does not establish a contiguous path back to its switch.



AT&T’s Response to Staff’s
Second Interrogatories (15-44)

4

previously submitted lists of its on-net collocations and buildings
to which we self-provide backhaul and high capacity loops.  At
every one of these locations AT&T will have deployed a fiber
entrance facility or fiber lateral that contains fiber strands not
connected (spliced) to the fiber cable (physical ring).
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Ring A and Ring B are
used exclusively to bring
loops to the CLEC switch.

Ring A and Ring B do not
interconnect and do not
provide a “route” from A
to B.

Ring A and Ring B are
connected to the CLEC
switch using unique fiber
strands from the Fiber
Cable.

At A and B the rings
originate in collocations
where customer loops
have been aggregated for
extension to the CLEC
switch.

The Fiber Cable may pass near
or even run through a number
of other central offices, but this
does not provide a “route”
between any of them.
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Key Network Architecture Equipment Needed for High Capacity Loops
Or Dedicated Transport for Full Channelization 

Collocations and CLEC Node
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Key Network Architecture Equipment Needed for High Capacity Loops
Or Dedicated Transport for Full Channelization 
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Key Network Architecture Equipment Needed for High Capacity Loops
Or Dedicated Transport for Full Channelization 

 CLEC Collocation with DLCs
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Without specific dedicated DS3 and DS1 equipment components at
both the customer location and CLEC node neither DS3 or DS1

signals can be exchanged.

CLEC NodeCustomer Location
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Fiber ring strands

AT&T aggregates loops at its collocations for delivery to its switch.
Without specific dedicated DS3 and DS1 equipment components at

both ends neither DS3 or DS1 signals can be exchanged.
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24 DS3s A to N

24 DS3s B to N

24 DS3s N to A

24 DS3s N to B

24 DS3s N to A

24 DS3s B to N

CLEC Node “N”

CLEC Switch

672 DS1s to and from switch from collocation A 672 DS1s to and from switch from collocation B

Primary fiber pair - clockwise

Back-up fiber pair – counter-clockwise

ILEC Central Office “A” ILEC Central Office “B”

Hypothetical CLEC OC-48
Back Haul System
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21 DS3s A to N

21 DS3s B to N

6 DS3s A to B

21 DS3s N to A

21 DS3s N to B

6 DS3s A to B

21 DS3s N to A

21 DS3s B to N

6 DS3s B to A

CLEC Node “N”

CLEC Switch

588 DS1s to and from switch from collocation A 588 DS1s to and from switch from collocation B

Primary fiber pair - clockwise

Back-up fiber pair – counter-clockwise

ILEC Central Office “A” ILEC Central Office “B”

Hypothetical CLEC OC-48
Back Haul System

With 6 DS3s of “Transport”
Between ILEC Central Offices
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responses to the discovery requests issued by the Conmission and the parties. SBC

received partial discovery responses to the Commission's data requests on the date of this

filing and has yet to receive complete discovery responses from any parties in response to

its own requests. SBC is in the process of analyzing the data it has received in light of

the considerations set forth by the FCC for potential depjognent. Further, the upcoming

worl|.shop should be an additional source of competitive carrier information.

8 Q7. How is your testimony organized?

9 A7. First, in Section I.B,I provide background information about dedicated transport and

10

12

generally describe the development and extent of competitive transport facilities. Next, E

discuss in Section EdC the pertinent provisions of the FCC's Triennial gc~weu Order. In

Section D, I apply the FCC's "triggers" for self-provisioned and wholesale transport

(which are based on existing competitive facilities). Overall, E describe the evidence of

competitive facilities that I considered, and demonstrate that such evidence supports (at a

minixaum) a prima j'acie showing of "non-impairment" for the dedicated transport routes

I identify.

18 B. B~kd
19 QS. What is dedicated transport?

20 AS. Dedicated transpor facilities connect two points within a colnrnunications network, so

that information can be transmitted between those two points. "Dedicated" transport

memos aQ or part of the facility is dedicated to a particular carrier or use and that there is

no switching interposed along the transport route.
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1 Q10. EIow does SBC use dedicated transport within its own network?

2 A10. 8BC's network architecture has traditionally used "central offices" (also Intown as "erid

10

offices" or "wire centers") wluch link end users in a given area to the network, and

"tandem" offices, which connect central offices. Dedicated transport facilities ron

between SBC's central offices, between central offices and tandem offices, and between

tandem offices. Such transport facilities are generally referred to as interoffice

hansmission facilities" because they connect two of SBC's offices. Attachniellt )

i]lustrates dedicated transport in SBC's iietwork. Dedicated transport, as discussed in my

testimony, consists of dedicated interoffice transmis'sion facilities that are dedicated to a

particular customer or carrier. Shared" transport, which consists of transmission

facilities shared by more than one carrier, is not at issue in this case.

13 Q11. What is "dark" fiber?

14 All. Daric fiber is deployed fiber optic cable (or fiber strands within aa existing fiber optic

19

20

cable) between two points. It is called "dark" fiber because the cable (or some of the

fiber strands in the cable) have not been "lit" by optronic equipment (which transmits

information in the foim of lightwave pulses, as I described abave) on either end of the

fiber. Dark fiber transport is unlit fiber cable (or strands) between two SBC central

offices. A dark fiber loop (which I discuss in separate testiinony on high-capacity loops)

is unEt fiber between a customer location and an SBC central office.

21

22 @12. Have carriers other than SSC deployed transport facilitiesf

23 A.12. Yes. Nationwide, competing carriers of all sizes have deployed over 184,000 miles of

fiber optic cable. The Association for Local Telecommunications Services ("ALTS"),an
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